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Abstract: In this brief review we show that thermodynamic modeling of complex multi-

component actinide-based alloys is crucial for fuel development and for predicting the impact of 

evolving fuel chemistry with time on materials performance. With input from energetics and 

equilibrium properties of alloys from ab initio electronic-structure calculations, within the 

framework of density-functional theory, the CALPHAD methodology is a viable approach to 

thermodynamic assessment for this class of materials. Despite the limited availability of 

experimental thermodynamic data, this approach can predict important features in the phase 

diagram and, perhaps more importantly, guide and motivate further experiments for validating 

the methodology and the data for subsequent modeling of materials performance on a higher 

level. 
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INTRODUCTION 

The development of sustainable nuclear energy is critical to the energy security of the United 

States.  Today only a small fraction of the enriched uranium that is used to fuel the U.S. fleet of 

~104 civilian reactors is actually converted to fission 

energy, the remaining material is identified as spent 

nuclear fuel (SNF) and, rather than being considered for its 

potential energy, is discarded as waste. The technical issue 

thus falls to that of the breeding of Pu from the 
238

U that 

constitutes the major component of the SNF. 

The burning of Pu and minor actinides raises the challenge 

of our lack of knowledge about the complex material itself, 

namely mixtures of U, Pu, and other minor actinides 

(MA) such as Np, Am, Cm, and Cf. Additionally, such 

complex mixtures evolve while the concentration of 

fission products (FP) increases in the reactor. To be 

successful, one must be able to model not only the 

physical properties of the complex mixture of actinides but also their evolution, including the 

Figure 1. This is an example of site 

redistribution in U-10Zr (in wt.%) at 10 

at.% peak burn-up. Being able to predict 

the phase and spatial morphology of an 

evolving fuel is a key to development of 

advanced reactors [1]. 



continuous in-growth of FP, and finally the interaction of the fuel itself with the cladding 

materials. The need for predictable evolution of the fuel is to a large extent a direct consequence 

of the need for higher burn-up, and is a concomitant challenge associated with closing the fuel 

cycle on the way to a sustainable nuclear strategy. For example the complex evolution of a 

metallic fuel during irradiation [1], shown in Fig. 1, requires the development of extensive 

thermodynamic and kinetic databases for the modeling to be predictive so effects such as 

decrease in fuel melting temperature, local fission rate change, site redistribution, and changes in 

swelling characteristics are predictable. Hence, the need for a paradigm shift that combines 

experiments with advanced theory, simulation, and modeling (TMS), to accelerate new fuel and 

reactor development and qualification in support of US energy security beyond the 20 years 

commonly agreed upon now [2].  

Nuclear reactors used in the world to produce electricity have experienced continued 

technological improvements since their origin in the early 1950’s. The current reactor fleet is of 

the 2
nd

 and 3
rd

 generations, and these are mainly light water (LWR) of either the Pressurized 

Water (PWR) or the Boiling Water (BWR) Reactor types in the US, Europe, and Japan, with 

analogs (VVER/PWR; RBMK/BWR) in Eastern countries, and CANDU (Heavy water reactors) 

in Canada and India.  A new generation of reactors is poised to take over for the next 2 to 3 

decades. The six selected options of the 4
th

 generation (GEN-IV) that corresponds to the 

“systems of the future” still need to be conceived, and a deployment is envisioned around 2035 

[3-5]. Gen-IV will require innovations well beyond the evolutionary developments of current 

systems, since future nuclear systems will not be limited solely to the production of electricity 

but also will face other requirements such as hydrogen production, and combined usage of heat 

production, e.g., salt extraction from seawater or process heat for industry. Three main criteria of 

choice are part of the Gen-IV strategy, namely, preserving nuclear fuel resources, waste 

minimization, and proliferation resistance. Hence, innovation in fuel forms will include the entire 

list of actinides, U, Pu, and the minor actinides (MA), namely Np, Am, and Cm, from the used 

fuel to substantially limit the radio-toxicity of the ultimate waste, and better use the resources. 

Most nuclear reactor concepts are currently based on Gen-III technology, and despite the push to 

go to higher burn-up, i.e., from 0.6 to 9-10%, fuel development can still be considered 

evolutionary [2]. However, as nuclear science moves beyond Gen-IV [3], with advanced fuel 

initiatives (such as GNEP [4] and AFCI [5]), deep-burn [6], and hybrid fusion-fission concepts 

[7,8] (such as In-Zinarator [9], and FFTS [10]), high-performance fuels and containment 



materials are critical path milestones which will require a definite revolutionary approach to fuel 

development beyond current methodologies [2]. 

To improve fuel performance for application in advanced reactor concepts, such as the sodium-

cooled fast neutron spectrum nuclear reactor (SFR) 

of Gen-IV, several approaches have been 

considered that focus on increase in fuel content, 

lower temperature in the fuel element, extension of 

burn-up, and serviceability of the fuel elements 

operating under transient conditions. One of the 

most promising approaches is the compaction 

within a cladding material of actinide fuel particles 

infused by a metallic alloy [11], see Fig. 2. This fuel 

form is sound since the metallic matrix takes very 

little volume compared with the actinide fuel itself, and at the same time guarantees excellent 

heat transport, and has the potential to accommodate the swelling of the fuel kernel caused by 

fission gases (FG) production during burn-up thanks to the existence of the porous structure of 

the fuel form that acts as a built-in plenum. The requirement is that the matrix should be 

radiation resistant so that it maintains its thermal and mechanical integrity during the entire life 

of the fuel particle. In comparison with its oxide version, metallic inert matrix fuels (IMF) offer 

high effective fuel density and high thermal conductivity, efficient metallurgical bond between 

the fuel and the cladding, protection against fuel-cladding interaction, and uniform distribution of 

fuel particles in the metallic matrix. 

By adjusting the size of fuel granules, one can achieve high-fuel content, with volumes between 

50 and 60% for the fuel “meat”, 7 and 15% for the metallic matrix, and 30 and 40% for the 

pores. It is also worth noting that the added solute elements (such as Fe and Cu) in the Zr metal 

matrix not only decrease the melting temperature of pure Zr by more than a factor 2, but also 

promote a natural beneficial coating (by the presence of high-melting point second-phase 

precipitation) of the cladding against reaction with fuel elements (U, Pu, and MA) and FP. 

Our goal is to develop and validate with physics-specific experiments an integrated 

thermodynamic and kinetic modeling tool that can assess “in-core” ultra-high burn-up (UHBU) 

experiments on multi-phase microstructure evolution. In particular, this tool should predict the 

stability and time evolution of phase transformations and reactions associated with complex fuel 

materials exposed to a changing chemistry, and guide a high-throughput search for optimized 

Figure 2. Schematic representation of an inert 

metal matrix fuel. 



nuclear fuel compositions by monitoring micro-structural phase evolution in extreme conditions 

of radiation, temperature, and extended time. In the thermodynamic approach that forms the core 

of our phase diagram modeling, see Fig. 3, the Gibbs energy of individual phases is represented, 

and the model parameters are collected in a thermodynamic database from the assessment of 

available experimental data supplemented with electronic structure calculations within the 

framework of the CALPHAD (CALculation of PHAse Diagrams) methodology [12-16]. 

Here we employ three complementary computational techniques: (i) a scalar-relativistic (SR) 

Green function technique based on the Korringa–Kohn–Rostoker (KKR) method within the 

atomic-sphere approximation (ASA), (ii) scalar-relativistic and fully-relativistic (FR) exact 

muffin–tin orbital methods (EMTO), and (iii) the all-electron full-potential linear muffin–tin 

orbital method (FPLMTO) that also accounts for all relativistic effects. These methods have been 

developed to the point where reliable ground-state properties and energetics can be predicted for 

metallic alloys and actinides mixtures that will be discussed further in the next Section. 

It is the modeling of the Gibbs energy of individual phases and the coupling of phase diagram 

and thermo-chemistry that make CALPHAD a powerful methodology in computational 

thermodynamics of multi-component materials. This CALPHAD representation of the Gibbs free 

energy feeds directly into a phase-field modeling code as the thermodynamic driving force. 

To describe the alloy systems that are relevant for addressing phase formation and 

transformations in solid fuels in the presence of fissile and fertile nuclear fuels and FP, and the 

interaction between actinide fuel and metal inert matrix alloys, we are currently developing a 

Figure 3. Schematic of the 

thermodynamic modeling of 

complex multi-component alloys. 

 

 



thermodynamic database that includes the following elements {U, Np, Pu, Am} and {Al, Be, Cu, 

Fe, Mo, Nb, Si, Ta, Ti, W, Zr} for describing the actinide mixtures and the metallic inert matrix, 

respectively. 

 

ELECTRONIC STRUCTURE APPROACHES 

The series of actinide metals exhibit behaviors unlike any other elemental solids in the Periodic 

Table. Properties such as equilibrium volume (or density), crystal structure, phase stability, 

thermal and electrical transport, anisotropy, among others, make these materials exotic in 

comparison to most metals. Because of their scarcity, nuclear instability, toxicity, and regulatory 

requirements, experimental work is generally challenging to say the least. Nevertheless, great 

strides have been made in recent years to illuminate their nature from various experimental 

angles [17]. 

Theoretically, the actinides and actinide-based alloys pose a challenge as well due to 

complexities of the electronic and crystal structures, importance of relativistic effects, and the 

possibility of strong electron correlation. Hence, these systems have received increasing attention 

alongside technical developments of electronic band-structure methods [18] within the 

framework of density-functional theory (DFT) [19] and methods beyond DFT [20]. The 

implementation of conventional DFT methodologies have since evolved to better meet the 

challenges and accurately account for relativistic effects including spin-orbit interaction [21] and 

complex crystal structures [22]. 

The DFT band-structure approach is in principle only appropriate when dealing with bonding 

electrons that can be well described by band states. In the early actinide metals (and in nuclear 

metal fuel materials) this is indeed the case as we explain in Fig. 4. Here we plot the tabulated 

room temperature equilibrium volumes (full lines, no symbols) for the 5d transition metals, 4f 

lanthanides, and 5f actinides [23], together with two opposing models for the 5f character. The 

“5f fully bonding” model assumes band (delocalized) states, while in the other, “5f nonbonding” 

they are confined to core states with no band formation and interatomic bonding. Cleary, the 

former concept is justified for the earlier actinides Th-Np with plutonium showing a slight 

deviation. At the same time, the nonbonding model reproduces the behavior of the heavier 

actinides Am-Bk. 



 

 

These results confirm the notion that the early actinides have bonding (itinerant) 5f electrons 

while the later do not. This perception [24] was early founded on the fact that the 5d transition 

metals in Fig. 4 behave as the early and the 4f lanthanides as the late actinides.  From Fig. 4 it is 

evident that the early and late actinides fall into two categories with respect to their atomic 

volumes and thus bonding strength of their 5f electrons. One of them, plutonium, appears to not 

quite fit either simplistic approach, particularly the (fcc-based) -Pu phase whose volume lies 

squarely in the middle between that predicted by the two bonding schemes. Consequently, 

numerous models have been proposed to particularly deal with -Pu [25]. These include 

“LDA+U” [26] as well as dynamical mean-field theory (DMFT) approaches [27]. Although 

useful to help describe the physics in some systems, these methodologies suffer from being 

unable to predict new phenomena due to their phenomenological construct with adjustable 

parameters. Furthermore, for practical purposes, this scheme cannot be made consistent for any 

alloy system that requires more than one “U” parameter, which is the case for multi-actinide 

alloys such as Pu-U-Zr. Nevertheless, the “LDA+U” approach has been applied for the metal 

nuclear fuel U-Zr where it was argued [28] to be important but this misunderstanding was later 

clarified [29]. 

Instead, we have focused our first-principles modeling on robust implementations of DFT for 

which consistent predictions can be made without the uncertainty of model parameters. Two 

Figure 4. Measured atomic 

volumes of the actinide metals 

are shown with a black line (5f ), 

a brown line for the 5d transition 

metals, and a green line for the 

lanthanides (4f ). The blue “5f 

fully bonding” and red “5f 

nonbonding” curves show results 

from model calculations, 

assuming face-centered cubic 

structure, where the 5f electrons 

are treated as part of the valence 

band and localized to 

nonbonding core states, 

respectively. 



significantly different electronic-structure codes are utilized with complimentary strengths. The 

full-potential linear muffin-tin orbitals (FPLMTO) method do not compromise on accuracy 

beyond that necessary for the electron exchange and correlation energy functional, which is 

chosen to be the generalized gradient approximation (GGA) [30]. Although newer varieties of 

this approximation have been proposed, the GGA remains the best choice for actinide metals 

[31].  

The other approach, the exact muffin-tin orbitals (EMTO) method, is well suited for alloy 

calculations because it allows for the coherent potential approximation (CPA) of the alloy system. 

Let us describe some of the more fundamental details of these two computational techniques. 

Our particular FPLMTO approach is based on an implementation that has recently been 

described in detail [32]. In addition to the choice of GGA, we have found that for actinides no 

geometrical approximations (full potential), full relativity including spin-orbit coupling, spin and 

orbital polarization, and a well converged basis set is generally needed for the best accuracy. 

Specifically, we associate a set of semi-core states 6s and 6p and valence states 7s, 7p, 6d, and 5f 

to two kinetic energy parameters for a so-called double basis set. In all present calculations the 

sampling of k points in the Brillouin zone (BZ) for the appropriate summations are carefully 

checked for convergence. In order to simulate an alloy system the special quasi-random structure 

(SQS) [33] is used in conjunction with the FPLMTO.  

The EMTO electronic-structure method that has been selected makes use of both scalar-

relativistic and full relativistic Green's function techniques based on the improved screened 

Korringa-Kohn-Rostoker (KKR) method, where the one-electron potential is represented by 

optimized overlapping muffin-tin (OOMT) potential spheres [34]. Inside the potential spheres 

the potential is spherically symmetric, whereas it is constant between the spheres. The radii of 

the potential spheres, the spherical potentials inside the spheres, and the constant value in the 

interstitial region are determined by minimizing the deviation between the exact and overlapping 

potentials, and the errors caused by the overlap between the spheres. Within the EMTO 

formalism, the one-electron states are calculated exactly for the OOMT potentials. As an output 

of the EMTO calculations, one can determine the self-consistent Green's function of the system 

and the complete, non-spherically symmetric charge density. Finally, the total energy is obtained 

from the full charge-density technique [35].  

We treat, as the valence states, the 7s, 6p, 6d, and 5f states for U, Np, Pu, and Am and 5s, 4p, and 

4d states for Zr, Nb, and Mo. The corresponding Kohn-Sham orbitals are expanded in terms of 

spdf exact muffin-tin orbitals, i.e. we adopt an orbital momentum cutoff, lmax = 3. The EMTO 



orbitals, in turn, consist of the spdf partial waves (solutions of the radial Schrödinger equation for 

the spherical OOMT potential wells) and the spdf screened spherical waves (solutions of the 

Helmholtz equation for the OOMT muffin-tin zero potential). The completeness of the muffin-

tin basis was discussed in details in Ref. [34], and it was shown that for metals crystallizing in 

close-packed lattices lmax = 3 (spdf orbitals) leads to the well converged charge density and total 

energy. For the electron exchange and correlation energy functional, the GGA is considered as in 

the case of the FPLMTO [30]. Integration over the Brillouin zone is performed using the special 

k-point technique [36]. The moments of the density of states, needed for the kinetic energy and 

valence charge density, are calculated by integrating the Green’s function over a complex energy 

contour using a Gaussian integration technique with a semi-circle enclosing the occupied states. 

Spin-orbit interaction, when included, is obtained by solving the four-component Dirac equation 

[37].  

In order to treat compositional disorder the EMTO method is combined with the CPA [36,37]. 

The ground-state properties of the chemically random alloys are obtained from EMTO-CPA 

calculations that include the Coulomb screening potential and energy [40-42]. The screening 

constants are determined from supercell calculations using the locally self-consistent Green’s-

function (LSGF) method [43]. 

Pu and Am containing alloys are treated as paramagnetic by the disordered-local-moment (DLM) 

model [44-46]. The equilibrium atomic density is obtained from a Murnaghan [47] fit to the total 

energy versus lattice constant curve (as is the case also for the FPLMTO calculations). 

One should mention that our calculations on disordered bcc U-Zr, U-Np, and Np-Zr alloys were 

performed within the scalar-relativistic SR-KKR-ASA-CPA formalism instead of EMTO-CPA. 

The abbreviation KKR-ASA implies a Green’s function technique based on the KKR method 

within the atomic sphere approximations (ASA) [47-50]. The SR-KKR-ASA formalism is well 

suited to treat close-packed structures for some U- and Np-based alloys but could produce a 

significant error when being applied to “open” structures such as C32 and C11b in U-Zr and U-

Mo systems, respectively. In order to accurately model these structures, we applied EMTO 

formalism. 

 

WHAT IS CALPHAD? 

In the CALPHAD approach [12-15, 52, 53], the Gibbs energy of individual phases is modeled, 

and the model parameters are collected in a thermodynamic database. It is the modeling of the 

Gibbs energy of individual phases and the coupling of phase diagram and thermo-chemistry that 



make the CALPHAD a powerful technique in computational thermodynamics of multi-

component materials.  Models for the Gibbs energy are based on the crystal structures of the 

phases. For pure elements and stoichiometric compounds, the most commonly used model is the 

one suggested by the Scientific Group Thermodata Europe (SGTE) [54] and has the following 

form (for simplicity, the pressure dependence and the magnetic contribution are not shown here), 

Gm -Hm

SER = a+bT +cT ln(T )+ diT
iå  (1) 

The left-hand side of Eq. A.1 is defined as the Gibbs energy relative to a standard element 

reference state (SER), where Hm

SER
 is the enthalpy of the element in its stable state at 298.15 K 

and 1 bar of pressure.  Coefficients, a, b, c, and di are the model parameters. The SGTE data for 

78 elements of the Periodic Table have been compiled by Dinsdale [54]. 

For multi-component solution phases, the Gibbs energy has the following general expression 

[12-14,53], 

G =Go +Gmix
ideal +Gmix

xs
 (2) 

where Go  is the contribution from the mechanical mixing of the pure components, Gmix
ideal

 is the 

ideal mixing contribution, and Gmix
xs

 is the excess Gibbs energy of mixing due to non-ideal 

interactions.  

For a multi-component solution in a particular phase  described with a single sublattice model, 

the three contributions to the total Gibbs energy reduce to [13,14,53]: 

FGo = cI
I

å FGI
o

 

FGmix
ideal = RT cI

I

å lncI
 (A3) 

FGmix
xs = cI

J>I

å cJ
I

å FLI ,J
k

k

å cI -cJ( )
k

 

The molar Gibbs energy of mixing is expressed by a Redlich-Kister expansion [55].   In these 

expressions cI  is the composition of the alloy in species I, and the LI ,J
k

is the k
th

-order binary 

interaction parameter between species I and J usually expressed as a first-order polynomial in 

temperature T: LI ,J
k = aI,J

k +bI,J
k T . Note that in both sets of expressions the excess Gibbs energy 

due to non-ideal contributions is expressed within the Muggianu approximation [56]. 

For line compounds, the total Gibbs energy is a simple expression such as:  



FG = cI
I

å Re fGI
0 + A+BT +CT lnT

 

where Re fGI
0  is the Gibbs energy of species I, with composition cI , that makes up the compound 

in a particular reference state (i.e., structure), is generally adopted. 

Within the CALPHAD approach, more complex models have been proposed to describe various 

mixtures, particularly the ionic model and the sublattice models, the latter being generalized for 

phases with multi-components and multi-sublattices [13, 14, 53], that reduce to a random 

substitutional model when there is only one sublattice.  

Data generated with the Thermo-Calc software also provide the basis for more accurate 

predictions of diffusion kinetics and ultimately TTT (temperature-time-transformations) 

diagrams with the DICTRA software [57, 58] by assuming diffusion both in the liquid and the 

solid phase. Note that the results of both equilibrium solidification and Scheil-Gulliver 

simulations generated by Thermo-Calc correspond to upper and lower bounds for the DICTRA 

results.  Input data files used by Thermo-Calc are: KP (Kaufman binary alloys database), SSOL4 

(Scientific Group Thermodata Europe, or SGTE, solution database), from published journals, 

and/or from qualified sources. Here, to describe the selected alloys systems, a thermodynamic 

database has been developed. 

 

AB INITIO RESULTS FOR SELECTED ACTINIDE-BASED ALLOYS 

Figure 5a shows results of our SR-KKR-ASA-CPA calculations of the heat of formation of -U-

Zr (bcc) solid solutions at T = 0 K [59, 60]. The heat of formation, that shows a positive 

deviation from the energy associated with a mixture of the pure elements, agrees well with the 

existence of a miscibility gap in the U-Zr phase diagram. Notice that the calculated heat of 

formation of -U-Zr solid solutions is in excellent accord with data derived from a CALPHAD 

assessment [61, 62] of the experimental thermodynamics and phase diagram information, thus 

validating the ab initio approach. Note that to have a consistent comparison between the ab initio 

and CALPHAD results, the heat of formation within CALPHAD is extrapolated at T = 0 K. For 

comparison, we also show the heats of formation for U75Zr25, U50Zr50, and U25Zr75 bcc alloys, 

calculated within the FPLMTO-SQS technique that compares well with both SR-KKR-ASA-

CPA and CALPHAD assessment results. 



Figure 5b shows results of EMTO-CPA calculations of the heat of formation of the -U-Mo solid 

solutions at T = 0 K [63, 64]. It is positive in a broad region of the composition interval and 

 

 

 

Figure 5. The heat of formation versus composition calculated at T = 0 K for (bcc-based): (a) -U-Zr and 

(b) -U-Mo alloys. The full lines are guides to the eye only. 

 

changes sign when uranium composition exceeds ~80 at. %. For comparison, we also show the 

heats of formation for the U75Mo25, U50Mo50, and U25Mo75 bcc alloys [63, 64], calculated within 

the FPLMTO-SQS technique that again agrees relatively well with EMTO-CPA results. This 

plot also shows CALPHAD assessment [65] of the heat of formation of the -U-Mo solid 

solutions at T = 100 K with a distinctive change of its sign from positive to negative around 80 

at. % of uranium. 

In an earlier paper [63] we compared the heat of formation of bcc U-Zr and U-Mo solid solutions 

and explained why decomposition takes place for -U-Zr alloys that, in turn, causes higher 

constituent redistribution in U-TRU-Zr fuels than in U-TRU-Mo fuels (TRU=TRansUranic 

element) where a single -phase field exists.  In Figure 6 we show this together with new results 

for the U-Nb bcc alloys (EMTO-CPA), thus completing the study of bcc solution of uranium 

with 4d transition metals. 



In previous papers [59, 60, 66-68] we performed calculations of the heat of formation of bcc-

based -X-Zr (X = U, Np, Pu, Am) solid solutions. We discovered that calculated heats of 

formation of the -U-Zr, -Np-Zr, and -Pu-Zr alloys are in a good agreement with data derived 

 

 

 

from a CALPHAD assessment [61, 62] of the experimental thermodynamics and phase diagram 

information for these systems, although we could not perform the corresponding assessment in 

the case of the Am-Zr system due to the complete lack of experimental thermodynamics data and 

absence of phase diagram. 

Figure 6. The heat of formation 

versus composition calculated at 

T = 0 K for: (bcc-based) -U-Zr, 

-U-Nb, and -U-Mo alloys. The 

full lines are guides to the eye 

only. 

 

Figure 7. The heat of formation 

versus composition calculated at T 

= 0 K for (bcc-based) -X-Zr (X = 

U, Np, Pu, Am) alloys. The full 

lines are guides to the eye only. 



 

 The results of calculated (SR-KKR-ASA-CPA and EMTO-CPA) heat of formation of bcc-based 

-X-Zr (X = U, Np, Pu, Am) solid solutions are shown in Fig. 7 that also agree relatively well 

with results of FPLMTO-SQS calculations [59, 60, 66-68] (not shown). For non-magnetic (NM) 

solutions the heat of formation increases in sequence -U-Zr → -Np-Zr and remains positive 

within the whole compositional interval. For paramagnetic (PM) or DLM -Pu-Zr solid solutions 

the heat of formation changes sign in the vicinity of the equi-atomic composition but its absolute 

value remains very small, probably due to the insignificant difference between the equilibrium 

atomic volumes of bcc Pu and Zr. For PM -Am-Zr solid solutions the heat of formation stays 

positive within the whole compositional interval and is significantly larger than the absolute 

value of the heat of formation of -Pu-Zr solid solutions due to the larger mismatch between the 

equilibrium atomic volumes of bcc Am and Zr. 

 

 

Figure 8 shows results of our calculations (EMTO-CPA) of the heat of formation of bcc-based -

X-Mo (X = U, Np, Pu, Am) solid solution [64]. The magnitude of heat of formation of these 

solutions increases in the sequence:  -U-Mo → -Np-Mo (both NM) → -Pu-Mo → -Am-Mo 

(both PM). For -X-Zr alloys, mentioned above, the equilibrium atomic volume of bcc Zr is 

larger than that of bcc U and Np but smaller than that of bcc Pu and Am. This is different to the 

-X-Mo alloys where the equilibrium volume of bcc Mo is smaller than that of bcc U, Np, Pu, 

Figure 8. The heat of formation 

versus composition calculated at T 

= 0 K for (bcc-based) -X-Mo (X = 

U, Np, Pu, Am) alloys. The full 

lines are guides to the eye only. 

 



and Am. The difference in volumes of the components explains the aforementioned sequence 

depicted in Figure 8. One should also point out that these results are consistent with results from 

FPLMTO-SQS calculations [64] (not shown). 

In Figure 9 we display results of our calculations (EMTO-CPA) of the heat of formation of bcc-

based -X-Am (X = U, Np, Pu) solid solution [68-70] These are in good accord with that from 

FPLMTO-SQS calculations, and particularly good agreement is found for -Pu-Am [69]. For all 

 

 

 these alloys the heat of formation is positive, identical in magnitude for -U-Am and -Np-Am 

alloys but significantly smaller for -Pu-Am alloys. We explain this to be due to the lesser 

equilibrium-volume mismatch between components of Pu-Am system relative to the U-Am and 

Np-Am alloys. 

Finally, Fig. 10 shows results of our calculations (EMTO-CPA) of the heat of formation of bcc-

based -U-X (X = Np, Pu, Am) solid solution [68, 69]. The heat of formation for -U-Np solid 

solution is small and positive and in the case of -U-Pu solid solution the heat of formation is 

negative, in excellent agreement with data derived from a CALPHAD assessment [61, 62] (see 

Ref. [68] for details). For -U-Pu solid solution results of EMTO-CPA calculations and 

CALPHAD assessment agree pretty well with results of FPLMTO-SQS calculations [68]. 

Figure 9. The heat of formation versus 

composition calculated at T = 0 K for 

(bcc-based) -X-Am (X = U, Np, Pu) 

alloys. The full lines are guides to the 

eye only. 



 

 

 

AB INITIO INFORMED PHENOMENOLOGICAL CALPHAD-BASED 

THERMODYNAMIC MODELING  

1. PHASE DIAGRAM OF THE Mo-Pu ALLOY SYSTEM 

A Mo-Pu phase diagram of the simple eutectic type has been published by Bochvar et al. [69] in 

the late fifties, with an eutectic invariant line located at 590 
o
C. Later, the eutectic temperature 

was revised between 625 
o
C [72, 73], and 613 

o
C [74]. It was verified that no intermediate phases 

in as-cast alloys were found, and a liquidus point at 26 at.% Mo and 1750 
o
C was measured [75]. 

The solubility of Mo in liquid Pu between 700 and 1000 
o
C was determined later [76]. Based on 

these limited experimental data Brewer et al. [77] applied their phenomenological modeling to 

assess the thermodynamic data of the liquid and bcc phases of Mo-Pu. 

Hence, besides the assessed values of the Gibbs energies of the pure species in their various 

allotropic forms, the only experimental results are: the position of the eutectic invariant line at 

613 
o
C [74], and the Mo solubility in liquid Pu versus temperature [75, 76]. Since no 

experimental information is available for the heats of transformation or other thermodynamic 

data as functions of composition and temperature, ab initio calculations were carried out with the 

FR-EMTO-CPA code with computational details outlined above. The results for the heat of 

formation and equilibrium properties (lattice parameter and bulk modulus) of chemically random 

Figure 10. The heat of formation 

versus composition calculated at T = 

0 K for (bcc-based) -U-X (X = Np, 

Pu, Am) alloys. The full lines are 

guides to the eye only. 



bcc-based Mo-Pu alloys as a functions of composition are summarized in Figure 11.  The bcc 

phase of Mo-Pu clearly exhibits a strong tendency towards phase separation with a maximum 

positive heat of formation of about 20.5 kJ/mole around 60 at.% Mo, also reflected in the 

negative deviation from linearity of the bulk modulus (associated with a loss of cohesion). 

 

 

 

However, contrary to the normal situation, the volume versus alloy composition displays a 

negative deviation from Zen’s law (usually associated with a tendency towards order). 

The heat of formation versus composition curve was then fitted by a two-terms Redlich-Kister 

polynomial [55] that describes the excess Gibbs energy of the bcc phase of Mo-Pu at zero 

temperature. Hence, with the extra information on the energetics of the bcc phase of Mo-Pu, a 

thermodynamic assessment was carried with the optimization module of Thermo-Calc [57] to 

provide all the Gibbs energies versus temperature and alloy composition that are necessary to 

predict the final phase diagram shown in Figure 12. 

 

Figure 11. Ab initio results from FR-

EMTO-CPA method of heat of formation 

(top) and volume and bulk modulus 

(bottom) for bcc-based chemically 

random Mo-Pu alloys at T=0 K. In the 

top figure, the line is obtained from a 

Redlich-Kister polynomial fit. 

 



 

 

2. PHASE DIAGRAM OF THE Am-Pu ALLOY SYSTEM 

With the current interest in Gen-IV advanced nuclear reactors [3-5] and an improved 

management of actinide-based fuels, and in the disposition of transuranic elements (TRU), there 

is a need to better understand the thermodynamic properties of mixtures of actinide elements. In 

particular, since the amount of Am in Pu in the next generation of actinide burner reactors may 

be significant, it becomes increasingly important to include Am in a thermodynamic database 

dedicated to nuclear fuel materials to understand its impact on the stability properties of Pu-

based alloys. For this particular system, a detailed study of it has been reported elsewhere [70], 

only two phase diagrams are known that are distinguished by the existence of at least one 

peritectic reaction on the Pu side [78] or a bcc phase in the entire range of alloy composition [79-

81]. 

Once again with input energetics from ab initio electronic structure calculations shown in Figure 

9 [68, 69], and the few sparse information on phase diagram thermodynamic assessment was 

carried out.  The predicted phase diagram of Am-Pu shown in Fig. 13 (top) accounts for the 

existence of a high-temperature bcc solid solution, and a domain of stability of a dhcp (A3')-

based solid solution in the Am rich-side of the phase diagram, with a two-phase region 

(fcc+dhcp), in accordance with the findings of Ref. [79], and as expected from the fundamental 

laws of thermodynamics. The addition of less than 1 kJ/mole (at equi-atomic composition) to the 

Figure 12. Thermodynamic re-

assessment of the Mo-Pu phase 

diagram based on the ab initio-

CALPHAD methodology. 



excess Gibbs energy of the high-temperature bcc phase leads to a phase diagram, see Fig. 13 

(bottom) that is in agreement with the one proposed in Ref. [78]. 

 

 

 

 

This study indicates that the high-temperature part of the Am-Pu phase diagram is extremely 

sensitive to the thermodynamic data and hence to the impurity content, and it would hard to 

conclude which one of the two is the best representative of the stability properties of the Am-Pu 

system.  

Further improvement to the thermodynamic description of this system, as it is true for many 

actinide-based alloys that have not been re-assessed with modern experimental techniques, will 

require additional experiments, in particular differential scanning calorimetry (DSC) and 

differential thermal analysis (DTA) combined with high-temperature X-ray structure analysis 

and transmission electron microcopy for phase characterization. However, this study provided 

some initial thermodynamic data for this system that can also be compared with other theoretical 

Figure 13. Thermodynamic re-

assessment of the Am-Pu phase 

diagram based on the ab initio-

CALPHAD methodology, in accord 

with the experimental data from 

Refs. [79] (top), and [78] (bottom). 

 



modeling. Since sample preparation is challenging, CALPHAD assessments allow us to select 

some alloy compositions, namely around 80 and 90 at.% Pu in the case of Am-Pu, to further 

confirm the existence or not of a domain of stability of a bcc solid solution in the entire range of 

alloy composition or a peritectic reaction, respectively. It is worth mentioning that useful 

guidance by CALPHAD for DTA and DSC measurements can be provided [70] for making a 

definite choice between the two proposed phase diagrams and consequently validating the ab 

initio-informed CALPHAD approach. 

 

3. EXTENSION TO THERMODYNAMIC PROPERTIES OF MULTI-COMPONENT 

SYSTEMS 

The promise of the CALPHAD approach is mostly in its ability to extend the assessment done 

for binaries to multi-component systems. Actually, there is a necessity for results of CALPHAD 

assessments of binary systems to be confronted to experimental results obtained for at least 

ternary combinations. However, in the case of actinide-based systems, very few studies have 

been made on multi-component systems, and therefore, CALPHAD results once again can only 

guide future experimental work or at least predict derived properties, such as phases and melting 

temperature at a given alloy composition. Let us first consider the case of the ternary Mo-Pu-U 

system that is of great interest to the RERTR (GTRI) international program. By assembling the 

thermodynamic data for Mo-Pu [82], Mo-U [83] and Pu-U [62], isothermal section of the ternary 

phase diagram are shown in Fig. 14. From these results it can be noted that down to about 1073 

K (800 
o
C) the domain of stability of the bcc ( ) phase that prevails in the Mo-U system at high 

uranium composition still exists. However, at lower temperatures, other phases stabilized by the 

presence of plutonium start forming. Hence, the conclusion that the addition of Pu to the Mo-U 

system reduces the domain of stability of the highly desirable bcc phase. 

 

 

 

 

 

 

 

 

 



As a second example, by adding Al and Si to the previous thermodynamic database, one can start 

studying the interaction of the fuel (Mo, Pu, U) with the cladding materials (Al, Si).  It has been 

reported in Ref. [84] that considering two Al-Mo-U alloys, Al85.7Mo2.86U11.44 and Al87.5Mo2.5U10 

(in at.%), the phases that are observed are fcc (Al-rich) solid solution, Al4U, Al3U, Al43Mo4U6 

and Al20Mo2U, except that for the second alloy the Al3U is not observed. Using our 

thermodynamic database the property diagram of each of these two alloys was calculated [85]. 

As a reminder, for a complex multi-component alloy at a specific alloy composition, the property 

diagram conveniently shows the phase fraction of each phase that forms as a function of 

temperature. This can be directly compared with experimental results, and as such constitutes a 

way of validating a thermodynamic database.  In Figure 15, the property diagram of each of the 

mentioned alloys is shown [85]. It is notable that the first phases to form are Al3U and 

Figure 14. Predicted isothermal sections of the Mo-Pu-U phase diagram from 1473 to 873 K (1200-

600 
o
C). 



Al43Mo4U6, and the phase fraction of Al3U is lower for the slightly lower U-content alloy (right 

panel): This may explain why for this alloy this Al3U phase is more difficult to observe. Also, 

one should note that crystallization occurs at similar temperatures, of about 1600 
o
C whereas the 

last drop of liquid is observed down to 641 
o
C, hence a huge undercooling in these alloys. This 

has consequences on how alloys at these compositions should be treated as functions of 

temperature to ensure that true phase equilibrium is observed. Finally, the phases that 

sequentially form below the liquidus surface are, in order of decreasing temperatures: Al43Mo4U6 

– Al3U – Al20Mo2U – {Al4U, fcc solid solution}. These findings are in agreement with those 

reported in Ref. [85] that for the two Al-Mo-U alloys considered in the modeling, namely 

Al85.7Mo2.86U11.44 and Al87.5Mo2.5U10 (in at.%), where the phases that are observed are fcc (Al-

rich) solid solution, Al4U, Al3U, Al43Mo4U6 and Al20Mo2U, except that for the second alloy the 

Al3U is not observed. 

 

 

Figure 15. Based on a CALPHAD assessment of the thermodynamic properties of Al-Mo-U system, the 

property diagrams of Al85.7Mo2.86U11.44 (left) and Al87.5Mo2.5U10 (right), in at.% are shown. 

 

 

APPLICATION OF THERMODYNAMICS TO ALLOY DESIGN 

Once a thermodynamic database has been constructed and (preferably) validated by experimental 

data for the binary and possibly the ternary subsystems, the search in the multi-composition 

space for an alloy with, for example, desirable melting temperature and proper phases that form 



as functions of temperature, can proceed with the scheme displayed in Fig. 3 with the help of a 

search engine [86], in the present case a global optimizer based on an updated version of the 

Mesh Adaptive Direct Search (MADS) algorithm [87]. To illustrate the power of this additional 

tool, let us consider the following multi-component system {Cu, Fe, Ti, Zr} as a subset of a more 

complex six-component system that would also include {Be, Nb}, and for which a 

thermodynamic database has been assembled and validated. For this quaternary alloy, the use of 

the engine for searching the minimum melting temperature in the multi-composition space with a 

large fraction of ductile phase leads to the following composition: Cu (4.8)-Fe (17.2)-Ti (15.8)-

Zr (62.2) (in wt.%) with a melting temperature 823 
o
C, and the first phase to crystallize in large 

quantity out of the melt is body-centered cubic with a small fraction of compounds, as shown in 

Fig. 16. This application can be advantageously used to identify proper alloy compositions for 

the coating materials [88] that is used for designing the inert matrix fuel (IMF) [11] discussed in 

the Introduction, and shown in Fig. 2. Another application for this tool that is currently 

considered is to identify an optimum alloy composition for the multi-component system made of 

{U, Mo, Nb, Ti, Zr} that leads to an increase of the solidus temperature and, at the same time, to 

a lowering of the onset temperature of the bcc phase to extend fuel reliability to ultra-high burn-

up [89]. 

 

 

 

Figure 16. Property diagram (phase 

fraction versus temperature) of a Cu-Fe-

Ti-Zr alloy whose composition has been 

identified (see text) to lead to the lowest 

melting temperature of about 823 
o
C in 

the multi-composition space. 



CONCLUSIONS 

Our work is geared towards establishing the basic science of a transformational high-throughput 

protocol for the development and qualification of advanced nuclear fuels that relies on modern 

computational materials modeling and simulation tools. The goal is to create the fundamental 

scientific basis for the complex evolution of UHBU advanced nuclear energy fuel systems driven 

far from equilibrium, and improve fuel development and qualification process to enable rapid, 

cost effective decisions from a fully validated and integrated science-based platform. This “ideal 

to real” strategy for the development of the next generations of advanced nuclear energy systems 

starts with the development of a validated thermodynamic database for actinide-based alloys 

(and also cladding materials) that is accomplished by combining state-of-the-art ab initio 

electronic-structure calculations and phenomenological CALPHAD thermodynamic assessments. 

The few examples that were selected for this paper show that the predictions, since in most cases 

the experimental data available for this class of alloys are sparse, allow us to study multi-

component alloys, and if nothing else, guide experimental investigations that are usually difficult 

and costly. Not only binary phase diagrams, but also isothermal sections of ternary phase 

diagrams, and pseudo-binary phase diagrams, as well as property diagrams can be calculated, in 

addition to data that directly relate to experimental measurements such as those obtained with 

high-temperature calorimetry and DSC.  It is also important to emphasize the relevance of the 

CALPHAD methodology for dealing with multi-component alloy systems and the few examples 

that were given demonstrate how this can help to design materials with improved properties. 

Finally, the predicted thermodynamic driving forces, combined with species mobilities (i.e., 

diffusion data) can be used as input for upper-scale modeling, and in particular with coarse-

grained phase-field modeling to study the impact of microstructure evolution on nuclear fuel 

behavior and performance under normal and accidental conditions. 
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